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a b s t r a c t

Do people treat computers as social actors? To answer this question, researchers havemeasured the extent
to which computers elicit social responses in people, such as impression management strategies for influ-
encing the perceptions of others. But on this question findings in the literature conflict. To make sense of
these findings, the present study proposes a dual-process model of impression management in human–
computer interaction. The model predicts that, although machines may elicit nonconscious impression
management strategies, theydonotgenerally elicit conscious impressionmanagement strategies. One such
strategy is presenting oneself favorably to others, which can be measured as social desirability bias when
comparing self-reportedpreferenceswith implicit preferences. The current studyuses both aquestionnaire
and an implicit association test (IAT) to compare attitudes toward human and machine speech. Although
past studies on social desirability bias have demonstrated people’s tendency tounderreport their preference
for the preferred groupwhen comparing twohuman groups, the current study found that, when comparing
human speech andmachine-synthesized speech, participants instead overreported their preference for the
preferred (human) group. This finding supports the proposed dual-process model of impression manage-
ment, because participants did not consciously treat computers as social actors.

! 2010 Elsevier Ltd. All rights reserved.

1. Introduction

Vocal interactions with technology are becoming increasingly
commonplace. A customer is likely to reach an interactive voice
response (IVR) system before reaching a human being when per-
forming many everyday tasks by telephone, such as checking a
bank balance, booking a flight, or contacting technical support.
Voice commands are being used to control portable music players
and personal digital assistants (PDAs), overcoming some of the
limitations of their small screens and keyboards. Voice commands
can also control in-car navigation systems, keeping the driver’s vi-
sual attention on the road. With voice interfaces, users are no long-
er tethered to a keyboard, mouse, and display (Ghorbel et al., 2004;
Martin, 1976; Möller, Krebber, & Smeele, 2006; Yerrapragada &
Fisher, 1993). These kinds of hands-free interfaces can make
increasingly complex technologies accessible to people with dex-
terity problems and other physical disabilities, including the grow-
ing population of older adults (Cohen & Oviatt, 1995; Kamm, 1994;
Schafer, 1995). Voice interfaces are often features of smart houses,
interactive robots, and other emerging technologies (Feil-Seifer,
Skinner, & Matarić, 2007; Fong, Nourbakhsh, & Dautenhahn,

2003; Goodrich & Schultz, 2007; Helal et al., 2005; Tabar,
Keshavarz, & Aghajan, 2006).

Voice interfaces can relieve us of tedious work by offering a
more natural medium of control, namely, spoken language.
Although the current state of the art is far from Negroponte’s
(1995) idealized digital butlers, IVR systems in use today continue
to increase in quality, sophistication, and usefulness. Furthermore,
with the broad deployment of these systems, including 4.1 billion
cellular phone subscriptions worldwide (ITU, 2009), they have
enormous potential for continued growth, providing additional
motivation for improving IVR technology.

Efforts to improve IVR interfaces are often based on inquiries
into users’ experiences, such as (1) self-reports, (2) performance
observation or simulation, (3) information mining of user interac-
tions, and (4) call flow and user path design and expert evaluation
(Preece, Rogers, & Sharp, 2007; Suhm, 2008; Suhm & Peterson,
2002). However, a meta-analysis of correlations among usability
measures indicates that measures of user preference and satisfac-
tion from post-test questionnaires are of little use in predicting
user behavior, such as a user’s efficiency and effectiveness in per-
forming a task (Hornbæk & Law, 2007; Sauro & Lewis, 2009).1
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1 Efficiency is typically operationalized by such metrics as completion time, time
until event, deviation from optimal path, and frequency of use; effectiveness is
typically operationalized by such metrics as error rate, binary task completion, spatial
accuracy, outcome quality, completeness, and recall.
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Other kinds of measures may be needed to improve the predictive
validity of self-reports.

A problem specific to self-reports is that they may be less suited
to the evaluation of IVR systems than to other kinds of interfaces.
Instead of offering more typical human–computer interaction
styles (e.g., windows, icons, and menus manipulated with a point-
ing device), a voice interface assumes the role of a human agent,
encouraging people to treat it as a social actor (Nass, Steuer, &
Tauber, 1994; Norman, 1994; Reeves & Nass, 1996). People come
to associate a unique identity with the voice (Laurel, 1997). In this
way, users anthropomorphize a system with a voice interface. Tra-
ditional usability measures provide an incomplete methodology
for testing voice interfaces, because they place greater emphasis
on the interface’s functional aspects than on its social aspects. In
other words, the measures treat the interface as a tool, not as a so-
cial actor. Because voice interfaces use spoken interaction, social
aspects of spoken interaction, such as interpersonal trust, can rival
more traditional usability concerns as evidenced by an increase in
user acceptance of an IVR interface with a trustworthy voice (Nass
& Moon, 2000; Nass, Moon, Fogg, Reeves, & Dryer, 1995).2

Voices for IVR systems are customarily developed using
information from interviews, focus groups, and questionnaires
(Kreiman et al., 2007; Tomokiyo et al., 2003). However, these
sources of self-reported information often reflect the human ten-
dency to give answers that others would view favorably. This
would especially be of concern if the IVR system were being trea-
ted as a social actor. Socially desirable answers typically align with
group and societal norms. This bias for social desirability is one of
the symptoms of impression management, that is, the attempt to
control how others perceive us (Schlenker, 1980). Social desirabil-
ity bias can lead study participants to fake responses or to omit
genuine responses (Ganster, Hennessey, & Luthans, 1983). Re-
search on social desirability bias indicates that people tend to
underreport their favoritism for a preferred group of people as
compared to a nonpreferred group of people (Greenwald, McGhee,
& Schwartz, 1998; Karpinski & Hilton, 2001; Nosek, 2005; Nosek,
Greenwald, & Banaji, 2007). By activating this bias, an IVR system’s
perceived gender, nationality, age, or other socially sensitive char-
acteristics could affect users’ reported impressions and ratings.

Because an IVR system assumes the role of a human agent and
uses a humanlike interaction style, it is natural to compare its per-
ceived value with that of the human agent. In the evaluation of
user satisfaction, social biases like in-group favoritism, mere expo-
sure effects, and extrapersonal associations, might cause users to
report a greater preference for an interface that is perceived as a
human agent. However, social biases might also work against the
interface if its performance were being benchmarked against
that of a human being, because participants may favor fellow
members of their species to a nonhuman out-group (MacDorman,
Vasudevan, & Ho, 2009).

Nass et al. (1994) proposed that computers are social actors in
the sense that people are inclined to treat them as if they were hu-
man (Nass & Moon, 2000; Nass et al., 1995). This basic idea has
been further refined as social interface theory in human–computer
interaction (Dryer, 1999) and social agency theory in computer-
based education (Mayer, Sobko, & Mautone, 2003; Moreno, Mayer,
Spires, & Lester, 2001). Social agency theory proposes that enhanc-
ing the social cues of an interactive agent and, in particular, the
humanness of its appearance and behavior, will elicit in human
users social responses found in human–human interactions

(Cassell & Tartaro, 2008; Kiesler & Sproull, 1997; MacDorman &
Ishiguro, 2006). Experiments testing social agency theory have
found that enhancing the humanness of an agent’s speech makes
it not only a more likeable teacher but also a more effective one
(Atkinson, Mayer, & Merrill, 2005; Mayer et al., 2003; Moreno
et al., 2001). Learning outcomes improve because, according to
social agency theory, social cues motivate users to make sense of
the information being communicated and to apply the norms
and conventions of human communication.

Despite the abovementioned research that shows that nonhu-
man entities often have humanlike effects on people, social desir-
ability bias appears to function differently when machines are
involved. For example, people disclose significantly more sensitive
personal information on computer-administered surveys than on
human-administered surveys (Tourangeau, Couper, & Steiger,
2003). Their greater willingness to share personal information indi-
cates less social desirability bias when interacting with a computer
thanwith a humanbeing, because they are lessmotivated to present
themselves favorably to the computer. These findings conflict with
the predictions of the theory that computers are social actors (Nass
et al., 1994). Moreover, contrary to the predictions of social agency
theory,making the computer’s voice soundmore humandid not sig-
nificantly decrease self-disclosure (Couper, Singer, & Tourangeau,
2004). There are numerous other studies showing that the conscious
knowledge that one is interacting with a computer results in a pre-
cipitous drop in impression management—for example, during an
oral interview (Aharoni & Fridlund, 2007), text-based conversation
(Shechtman & Horowitz, 2003), tutoring session (Bhatt, Evens, &
Argamon, 2004), or bout of anger (Charlton, 2009). Until now, there
has been no way to reconcile these findings with the many studies
that have found that people engage in impression management
when interacting with computers, for example, by displaying the
same norms of politeness and reciprocity as they dowith other peo-
ple (Nass & Moon, 2000; Nass et al., 1994).3

A dual-process model of impression management in human–
computer interaction may resolve these conflicting findings in
the literature. When a participant answers socially sensitive ques-
tions on a survey, the relevant concepts become the focus of atten-
tion. Attentional mechanisms render the concepts conscious, and
the concepts activate a sequential reasoning process in which con-
scious deliberation plays the primary role in suppressing observa-
tions and opinions that are contrary to social norms and
conventions. By contrast, nonconscious but accessible concepts
may elicit cognitive processing that is associative in nature and
not semantically or logically related to the concepts (Gawronski
& Bodenhausen, 2006). This kind of nonconscious processing could
activate qualitatively distinct impression management strategies.
Because nonconscious impression management strategies are
automatic, stimulus-driven, and regulated by bottom-up processes
in the brain (Frith & Frith, 2008), any computer or other mecha-
nism producing the necessary stimulus can elicit these strategies
as long as they are not consciously overridden. The proposed mod-
el holds that human beings elicit both conscious and nonconscious
strategies of impression management, whereas nonhuman entities
elicit only nonconscious strategies or none at all. The model is con-
sistent with the observation that people are unaware of it when
they treat computers like human beings and vehemently deny it
(Nass et al., 1994; Reeves & Nass, 1996).

2 Traditional usability concerns include compatibility, consideration for user
resources (e.g., attentional limits, memorability, learnability), consistency, effective-
ness, efficiency, error prevention and recovery, explicitness, feedback, prioritization of
functionality and information, appropriate transfer of technology, safety, user control,
utility, and visual clarity (Preece et al., 2007).

3 The inconsistency found between computers are social actors studies and other
studies on impression management in human–computer interaction may be
explained in part by the fact that most computers are social actors studies did not
directly compare human-computer interaction to human-human interaction. They
showed that a response pattern (e.g., politeness) in human-human interaction was
replicated in human-computer interaction, but they did not show the extent to which
it was replicated.
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The dual-process model of impression management predicts
that people will exhibit social desirability bias by exaggerating
their preference for human beings over machines when they apply
conscious impression management strategies in explicitly compar-
ing human speech and machine-synthesized speech. This predic-
tion would be supported if people’s favoritism for human beings
over machines were found to be overstated on self-reported sur-
veys. A baseline for such support could be provided by implicit
measures. The present study is the first to use both explicit and im-
plicit measures to investigate participants’ social desirability bias
in comparing human and machine-synthesized speech. The results
of this study and other related studies indicate that both the theory
that computers are social actors and social agency theory are in
need of refinement. The dual-process model is proposed to explain
conflicting findings concerning whether people engage in impres-
sion management when interacting with machines.

1.1. The purpose and approach of this study

The goal of this study is to determine whether self-reported
evaluations of synthesized speech are affected by social desirability
concerns and, specifically, whether a social desirability bias favor-
ing human beings could reflect negatively on machines in self-re-
ported evaluations. If people favored human beings over
machines in their self-reported evaluations, this would imply that
they were not consciously treating machines as social actors—a
finding that would support the proposed dual-process model of
impression management in human–computer interaction. Identi-
fying how social desirability bias affects self-reported evaluations
of voice interfaces could lead to more effective methods of devel-
oping and evaluating voices for IVR systems, enabling interaction
designers to increase their user acceptance.

To achieve these goals, the implicit association test (IAT) frame-
work of Greenwald et al. (1998) was modified to use auditory stim-
uli as instances of target concepts. Once validated, the auditory IAT
was then used to measure the strength of implicit associations be-
tween human and machine-synthesized speech and positive and
negative attributes. The association strength scores were compared
with the explicit measures in this study to estimate the degree of
social desirability bias for human speech vs. machine-synthesized
speech.

2. Extending the implicit association test to auditory stimuli

Given the prominence of IVR systems, it is important to under-
stand human attitudes toward machine voices. For the purposes of
this study, machine voices are voices synthesized by text-to-
speech software. In human–computer interaction, attitudes are
typically gauged using explicit measures of user satisfaction, which
rely on introspection and self-reporting. A limitation of self-report-
ing is that attitudes may be affected by past experiences, memo-
ries, and learned behaviors in ways the individual is unaware of
or unwilling to reveal (Graf & Schacter, 1985; Greenwald, 1990;
Jacoby & Dallas, 1981; Jacoby, Lindsay, & Toth, 1992; Jacoby &
Witherspoon, 1982; Kihlstrom, 1990; Roediger, Weldon, & Challis,
1989; Schacter, 1987). Implicit measures estimate these associa-
tions by indirect methods, namely, through processes that are
uncontrolled, unintentional, nonconscious, efficient, effortless,
fast, goal-independent, autonomous, and/or stimulus-driven (De
Houwer & Moors, 2007).

2.1. The implicit association test and its shortened form

Early experiments in measuring implicit associations found that
response latency can be used to measure association strength

(Devine, 1989; Gaertner & McLaughlin, 1983). Greenwald et al.
(1998) used response latency in the original implicit association
test. The IAT consists of seven sections, called blocks, but only
Block 4 and Block 7 are scored; this scoring pattern is not revealed
to the test’s participants in advance. The scored blocks randomly
interleave two 2-alternative forced choice tasks: a target concept
discrimination task and an attribute dimension discrimination
task. For example, one of this study’s IATs uses human andmachine
as target concepts and pleasant vs. unpleasant as the attribute
dimension.4 During the IAT an instance of the target concepts or
attributes appears on the screen in random order and must be cate-
gorized as either human or machine or as either pleasant or unpleas-
ant by pressing either the E or I key. By measuring the strength of
association of a pair of target concepts with an attribute dimension,
researchers can uncover a participant’s implicit associations.

In this study, a shortened version of the IAT was used to facili-
tate participation in multiple IATs. Greenwald, Nosek, and Banaji
(2003) discovered that the 40 practice trials of Blocks 3 and 6 of
the IAT had a higher correlation with the corresponding explicit
measure than the 80 test trials of Blocks 4 and 7. Based on these
findings, MacDorman et al. (2009) created a shortened version of
the IAT by scoring Blocks 3 and 6 and eliminating Blocks 4 and 7
(Table 1). This reduced the number of blocks to five and the num-
ber of discrimination trials to 100. The shortened IAT featured an
improved scoring algorithm with error latencies and IAT D as a
measure of effect size,5 which Greenwald et al. (2003) found
resulted in higher implicit–explicit correlations than five alternative
scoring algorithms. This study uses the IAT format and scoring algo-
rithm from MacDorman et al. (2009) with some minor modifications
(described in Data analysis). This is not the only published modifica-
tion of the original IAT. Sriram and Greenwald (2009) published a
different shortened version called the brief IAT.

2.2. Explicit measures

In addition to the IAT, participants complete questionnaire
items about the pair of target concepts. These self-reported results
are used to calculate an explicit measure, which may then be com-
pared with the implicit measure to explore people’s attitudes to-
ward different groups of people, products, or brands (Brunel,
Tietje, & Greenwald, 2004; Maison, Greenwald, & Bruin, 2004)—
or, as in this study, human and machine voices. The correlation be-
tween the implicit and explicit measures is much stronger for tar-
get concepts that are not socially sensitive (e.g., flowers vs. insects)
than for target concepts that are socially sensitive (e.g., African
American vs. white; Dasgupta, McGhee, Greenwald, & Banaji,
2000; Greenwald et al., 1998). The IAT has been found to be resis-
tant to social desirability bias for socially sensitive topics, such as
gay and lesbian stereotypes, obesity stereotypes, gender attitudes,
and attitudes toward people of particular races, nationalities, and
religions (Greenwald et al., 1998; Karpinski & Hilton, 2001).

In this study, a relative preference item and the scored differ-
ence in a warmth index (WD) for each target concept served as
explicitly measured counterparts to the implicit measure of the
IAT. A relative preference item was included, because it forces a
direct comparison between the two target concepts and, therefore,
is easily affected by social desirability bias (Nosek and Greenwald,
2007). The warmth index was included (Ho & MacDorman, 2010),
because warmth has consistently appeared in the social
psychology literature as the primary dimension of interpersonal

4 This paper focuses on the attitude IAT; however, IATs have also been devised to
measure self-esteem, self-identity, and stereotypes (Greenwald et al., 2002).

5 IAT D is the difference for all scored trials in the participant’s mean latency in
categorizing the first and the second target concept divided by the standard deviation
of the latencies (Greenwald et al., 2003).
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perception (Cuddy, Fiske, & Glick, 2007; Fiske, Cuddy, Glick, & Xu,
2002). Ensuring that both the implicit and the explicit measures
are relative and affective reduces experimental design variability
and thus strengthens implicit–explicit correlations (Hofmann,
Gawronski, Gschwendner, Le, & Schmitt, 2005).

2.3. The auditory implicit association test

Many kinds of interpersonal judgments are based on nonverbal
vocal information. In oral communication both vocal cues (e.g.,
pitch, intensity) and speech cues (e.g., speech rate, nonfluencies)
influence listeners’ interpersonal impressions (Berry, 1991). From
these cues listeners are able to agree on a variety of judgments:
the speaker’s emotional state (Scherer & Oshinsky, 1977), person-
ality traits (Addington, 1968; Allport & Cantril, 1934; Markel, Mei-
sels, & Houck, 1964), race (Purnell, Idsardi, & Baugh, 1999; Walton
& Orlikoff, 1994), occupation, and other attributes (Fay & Middle-
ton, 1939). Listeners are also able to agree on which voices are
attractive, and they rate speakers with attractive voices more
favorably (Hughes, Harrison, & Gallup, 2002; Zuckerman, Miyake,
& Hodgins, 1991). Vocal cues are more revealing of deception
than facial cues and strongly influence judgments of dominance
(DePaulo, Rosenthal, Eisenstat, Rogers, & Finkelstein, 1978;
Rosenthal, Hall, DiMatteo, Rogers, & Archer, 1979; Zuckerman,
Amidon, Bishop, & Pomerantz, 1982). Given the impact of human
vocal cues on social perception, it is important to explore their im-
pact on perceptions of systems with machine-synthesized voices.

In unpublished work, an auditory attitude IAT was used to mea-
sure implicit associations about race using speech segments from
European Americans and African Americans (Van de Kamp,
2002). In the same work, it was also used to measure attitudes,
identity, and stereotypes in relation to musical genres (e.g., jazz
vs. country) and ambient sounds (e.g., stock exchange vs. children’s
playground). Although an auditory IAT has already been used to
study the lateralization of self-esteem in the brain (McKay, Arciuli,
Atkinson, Bennett, & Pheils, 2010) and associations between basic
tastes and pitch (Crisinel & Spence, 2009), the present study is
the first published study to use an auditory attitude IAT and the first
study to apply the IAT to machine-synthesized speech.

The IATs designed for this study use auditory stimuli to repre-
sent instances of the target concepts and visual stimuli to repre-
sent instances of the attribute dimensions. Alternating between
visual and auditory stimuli during the discrimination tasks could
enhance attention (Grimes, 1990; Mayer & Moreno, 1998), thus
increasing the test’s sensitivity.

2.4. Theoretical basis and hypotheses

The theoretical basis of the predictions made by the dual-pro-
cess model of impression management in human–computer inter-
action entails the mediating effect of social desirability bias on
in-group favoritism, extrapersonal associations, and mere expo-
sure effects. In-group favoritism, which affects both attitudes and
behavior, denotes the tendency to evaluate members of one’s

own group more favorably than nonmembers (Ashburn-Nardo,
Voils, & Monteith, 2001; Mackie & Smith, 1998; Wilder & Simon,
2001). Extrapersonal associations denote associations between a
group and an attribute that are formed by repeated exposure in
the social environment, which includes the news media, educa-
tional system, popular culture, and other people’s opinions
(Houben & Wiers, 2007; Karpinski & Hilton, 2001; Olson & Fazio,
2004; Rudman, 2004). Mere exposure effects denote the influence
repeated exposure to a stimulus has in increasing positive associa-
tions (Fazio & Olson, 2003; Greenwald & Banaji, 1995; Greenwald
et al., 1998; Zajonc, 1968). Social desirability bias typically masks
the effect of in-group favoritism, extrapersonal associations, and
mere exposure effects on self-reported attitudes, which is the
motivation for using implicit measures to estimate associations
by means of processes that are not under conscious control
(Greenwald et al., 1998; Hewstone, Rubin, & Willis, 2002;
Karpinski & Hilton, 2001; Nosek & Greenwald, 2007).

In-group favoritism predicts that participants will favor their
own species (Fig. 1A). Because this study’s participants are human,
they are predicted to have a stronger implicit association between
human speech and pleasant than machine speech and pleasant. This
prediction is suggested by past research showing that participants
explicitly rated human speech more positively (Lee, 2010; Mayer
et al., 2003; Mullennix, Stern, Wilson, & Dyson, 2003; Stern,
Mullennix, Dyson, & Wilson, 1999). Mere exposure effects and, in
Western popular culture,6 extrapersonal associations also predict
that participants will favor human speech. Consistent with the pre-
dictions of the proposed dual-process model of impression manage-
ment in human–computer interaction, social desirability bias is
predicted to increase favoritism for human speech over machine
speech in self-reported evaluations. This prediction is supported
by past research showing that participants lack social desirability
bias for machine speech (Aharoni & Fridlund, 2007; Couper et al.,
2004; Tourangeau et al., 2003). These predictions are operational-
ized in the following three hypotheses for the human vs. machine
speech IAT:

H1A: Participants will have a stronger implicit association
between human speech and pleasant terms than between
machine speech and pleasant terms (because of in-group favor-
itism, extrapersonal associations, and mere exposure effects).
H1B: Participants will explicitly rate human speech more posi-
tively than machine speech (Lee, 2010; Mayer et al., 2003;
Mullennix et al., 2003; Stern et al., 1999).
H1C: There will be no or low correlation between implicit and
explicit measures comparing human speech and machine
speech (because of social desirability bias).

Table 1
A comparison of the original IAT and the shortened IAT.

Original IAT Shortened IAT

Task Trials Block Purpose Block Purpose

Target concept discrimination 20 1 Practice 1 Practice
Attribute discrimination 20 2 Practice 2 Practice
Combined target concept & attribute discrimination 20 3 Practice 3 Test
Combined target concept & attribute discrimination 40 4 Test
Reverse target concept discrimination 20 5 Practice 4 Practice
Combined reverse target concept & attribute discrimination 20 6 Practice 5 Test
Combined reverse target concept & attribute discrimination 40 7 Test

6 MacDorman et al. (2009) discuss how attitudes concerning robots in the West
may differ from Japan in part because of their portrayal in the media and popular
culture. Popular films such as The Terminator or Blade Runner may instill a negative
attitude toward robots in Americans, whereas heroic robots such as Astro Boy in
Japanese Manga may instill a more positive attitude towards robots in Japanese.

W.J. Mitchell et al. / Computers in Human Behavior 27 (2011) 402–412 405



To validate the shortened auditory IAT design and to provide
benchmarks for interpreting the results of the human vs. machine
speech IAT, two additional IATs were conducted on themes from
the existing literature: the female vs. male IAT and the US vs. Ara-
bic-accented speech IAT. Implicit measures indicate women
strongly favor their own gender (Fig. 1B); however, men tend not
to exhibit a gender preference, which is a notable exception to
in-group favoritism (Nosek & Banaji, 2001; Richeson & Ambady,
2003; Rudman & Goodwin, 2004). Although studies using explicit
measures have found both men and women will express a prefer-
ence for women (Eagly, Mladinic, & Otto, 1994; Rudman &
Goodwin, 2004), women tend to underreport their preference
(Nosek & Banaji, 2001; Richeson & Ambady, 2003; Rudman &
Goodwin, 2004), which is indicative of social desirability bias.
The female vs. male speech IAT is expected to mirror these findings.
These predictions are operationalized in the following four
hypotheses:

H2A: For female participants, the implicit association between
female speech and pleasant terms will be stronger than between
male speech and pleasant terms.
H2B: For female participants, there will be no or low correlation
between implicit and explicit measures of gender bias
(Greenwald & Farnham, 2000).
H2C: For male participants, the implicit association between
female speech and pleasant terms will not be significantly stron-
ger or weaker than between male speech and pleasant terms.
H2D: For male participants, there will be no or low correlation
between implicit and explicit measures of gender bias
(Greenwald & Farnham, 2000).

The US vs. Arabic-accented speech IAT was selected to validate
the shortened IAT, because the literature indicates reduced social

desirability bias among Americans while rating Arabic concepts
(Oswald, 2005). In other words, Americans are relatively willing
to state explicitly negative associations with Arabic people.
Coupling this known bias and a reduced moderating effect of
social desirability makes Arabic target concepts an effective
means of gauging the validity of the IAT designs proposed in this
study based on the correlation between implicit and explicit
measures.

In-group favoritism predicts that Midwestern undergraduates
would favor US-accented speech over Arabic-accented speech
(Fig. 1C). In-group favoritism tends to be especially strong if
the other group is perceived as a threat (Oswald, 2005). Extra-
personal associations predict that anti-Arab sentiments could
be formed by exposure to news that focused on Arab Muslim
extremists in the context of terrorism, especially in the after-
math of the September 11, 2001 attacks on the World Trade
Center in New York City (Park, Felix, & Lee, 2007). The mere
exposure effect predicts that Midwestern undergraduates will
have stronger implicit associations between US and pleasant than
Arabic and pleasant, because US accents are more familiar to
them than Arabic ones.7 These predictions are operationalized in
the following two hypotheses:

H3A: Participants will have a stronger implicit association
between US-accented speech and pleasant terms than between
Arabic-accented speech and pleasant terms.
H3B: There will be a medium-to-high correlation between
implicit and explicit measures comparing US-accented speech
and Arabic-accented speech.

Fig. 1. When two human groups are being compared, such as females and males (B) or Americans and Arabs (C), social desirability bias typically functions to suppress the
expression of positive attitudes (+) toward the preferred group and negative attitudes (!) toward the nonpreferred group. The proposed dual-process model of impression
management in human–computer interaction, however, predicts that when human beings are compared with nonhuman machines (A), social desirability bias will increase
the expression of positive attitudes toward the preferred group, because people do not consciously consider machines to be social actors.

7 As US society is not segregated by gender, it is less clear how mere exposure
affects the female vs. male speech IAT, though maternal bonding from early infancy
might create a preference for women (Rudman & Goodwin, 2004).

406 W.J. Mitchell et al. / Computers in Human Behavior 27 (2011) 402–412



3. Methods

3.1. Participants

Participants were recruited in May 2008 from a list of randomly
selected undergraduate students and recent graduates of a nine-
campus Midwestern university. Additional inclusion criteria were
age 18 or older, born in the United States, and current US resi-
dency. Among a total of 485 participants, 151 (31%) were male,
334 were female (69%), 100 (21%) were under 20 years old, 218
(45%) were 21 to 25 years old, and 167 (34%) were over 26 years
old. In this between-groups design, there were 167 participants
in the human vs. machine speech IAT, 180 participants in the female
vs. male speech IAT, and 138 participants in the US vs. Arabic-ac-
cented speech IAT. To characterize the sample’s representativeness
of the undergraduate population as a whole (excluding foreigners)
for the three IATs, the measurement error range was ±7.6%, ±7.3%,
and ±8.3%, respectively, at a 95% confidence level. Except for the
absence of foreign participants, the participants reflected the
demographics of the university’s undergraduate population
(80.1% non-Hispanic white, 6.9% African-American, 3.4% Asian,
3.0% Hispanic, and 6.6% foreign or unclassified).

3.2. Materials

The human vs. machine speech IAT used the concept labels hu-
man and machine; the female vs. male speech IAT used the concept
labels female and male; and the Arabic vs. US-accented speech IAT
used the concept labels Midwestern and Arab. To help convey in-
stances of these three concept labels pairs in the IATs, the following
16 neutral terms were used: candle holder, cardboard box, ceiling
fan, coffee cup, glass bottle, ironing board, living room, magazine rack,
mixing bowl, peanut butter, piano bench, picket fence, plastic cup, re-
mote control, television set, and vacuum cleaner.

The audio recordings of the three IATs differed according to
whether the speaker was human or computer, female or male,
and Midwestern or Arab, respectively. The human vs. machine
speech IAT and the male vs. female speech IAT presented the neutral
terms in eight distinct voices: two male and two female Midwest-
ern US-accented native English speakers and two male and two fe-
male machine-synthesized voices. The male machine voices were
represented by Microsoft Mike and the ReadPlease male voice,
and the female machine voices were represented by Microsoft
Mary and the ReadPlease female voice.8 The US vs. Arabic-accented
speech IAT presented the neutral terms in four distinct voices: Two
were of male Midwestern US-accented native English speakers,
and two were of male Arabic-accented English-as-a-second-lan-
guage speakers.

All three auditory IATs used the same attribute dimension la-
bels: pleasant and unpleasant. They also used the same set of 24
words to represent instances of the attribute dimensions. The 12
positive instances of the attribute dimension were wonderful, glori-
ous, happy, love, good, pleasure, success, peace, joy, laughter, affection,
and ecstasy, and the 12 negative instances were horrible, shameful,
sad, hate, evil, pain, failure, nasty, awful, hurt, war, and agony. These
24 words were rated as either high or low in pleasantness by col-
lege students (Bellezza, Greenwald, & Banaji, 1986) and are com-
monly used in attitude IATs.

The questionnaire for the explicit measures was composed of
the relative preference item and the warmth index. The relative
preference item ranged from +3 (‘‘I strongly prefer target concept
A to target concept B”) to !3 (‘‘I strongly prefer target concept B to

target concept A”). The warmth index was composed of nine 7-point
semantic differential items, which ranged from !3 to +3 with 0 as
neutral:warm–cold, friendly–hostile, well-intentioned–spiteful, good-
natured–grumpy, sincere–phony, happy–sad, good–bad, wonderful–
terrible, and pleased–annoyed.

3.3. Procedures

The IAT experiments were conducted at a website.9 Each partic-
ipant registered at the website, provided demographic data, and
gave informed consent. An instance of a target concept was pre-
sented as audio, and an instant of an attribute dimension was pre-
sented as text in the middle of the browser window. Concept
labels and attribute dimension labels appeared in the upper left
and upper right areas of the browser window.

Each IATwas followed by a questionnaire comprised of a relative
preference item and the semantic differential scales of the warmth
index. The order of the items in the semantic differential scales
was random for each participant. The presentation order of the attri-
bute–concept pairings within each IAT was counterbalanced.

3.4. Data analysis

The IAT D score was calculated using the scoring algorithm from
Greenwald et al. (2003) with some exceptions. First, five blocks
were used instead of seven (Table 1; MacDorman et al., 2009).
Second, the Greenwald et al. (2003) scoring algorithm truncated
results so that any response latency below 300 ms was recoded
as 300 ms and any response latency above 3000 ms was recoded
as 3000 ms. The present study eliminated the extreme responses
rather than truncating them. Furthermore, a participant’s response
set was completely removed if more than 10% of the trial latencies
fell outside a 300–3000 ms range. Third, the present study re-
moved the first trial of Blocks 3 and 5, because response latencies
for these trials often exceeded 3000 ms (40.6–66.5% in Block 3 and
21.5–47.5% in Block 5).

Relative preference is the mean of participants’ responses to the
relative preference item. The Warmth Difference was calculated by
averaging the results from each semantic differential scale with re-
spect to the two target concepts and taking the difference. Internal
reliability and correlation analysis were performed using SPSS.
Correlations were calculated using Pearson’s correlation coeffi-
cient, and statistical significance was calculated using a two-tailed
t-test with an alpha level of .05.

4. Results

Table 2 presents the reliability of the IAT D and warmth index
for the three IATs. Cronbach’s as exceeded the standard .7 thresh-
old, demonstrating high reliability, except for IAT D in the US vs.
Arabic-accented speech IAT.

Table 3 presents the mean and standard deviation of IAT D, IAT
Cohen’s d, the mean and standard deviation of relative preference
item, and the mean, standard deviation, Cohen’s d, and r-squared of
the Warmth Difference. A one-sample t-test confirmed that all IAT
D scores were highly significant (p 6 .001). The positive IAT D
scores and IAT Cohen’s d indicate that, as predicted from the liter-
ature, across all IATs participants had stronger implicit associations
between the first target concept (e.g., human speech) and pleasant
than between the second target concept (e.g., machine speech)
and pleasant. These results indicate the success of the shortened
IAT.

8 For all IATs, there were a sufficient number of instances of each target concept not
to impact the results (Nosek, Greenwald, & Banaji, 2005). 9 http://experiment.informatics.iupui.edu.
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Evidence from the literature indicates a social desirability bias
favoring human speech in self-reported evaluations (Aharoni &
Fridlund, 2007; Couper et al., 2004; Tourangeau et al., 2003). The
explicit results are much more in favor of human speech than the
implicit results would predict. If a weak correlation between impli-
cit and explicit results can be attributed to social desirability bias
as the literature suggests (Nosek, 2005), the results of the human
vs. machine speech IAT indicate a strong social desirability bias in
favor of human speech.

The IAT D score (M = 0.33, SD = 0.30) indicates a stronger impli-
cit association between human speech and pleasant than machine
speech, but compared with the other IATs in this study, the IAT D
score is not the largest. The RP item indicated a very strong prefer-
ence for human speech (M = 2.37, SD = 0.86) as did the results from
the WD (d = 2.30, r2 = .76). Human speech received the highest
warmth index rating among all three IATs (M = 1.25, SD = 0.88),
and machine speech received the lowest (M = !0.65, SD = 0.76). Of
the target concepts, only machine speech received a negative
warmth rating. There is no significant correlation between the
IAT D score and the RP item (r = .09, p = .234) and only a weak cor-
relation between the IAT D score and the WD (r = .16, p = .037; Ta-
ble 4). The strong explicit results compared with the average IAT D
score indicate a strong social desirability bias favoring human
speech.

Previous research by MacDorman et al. (2009) using a visual IAT
found similar results. Implicit results in their study showed a
stronger association between humans and pleasant than robots for
US participants (M = 0.40). Explicit results of their relative prefer-
ence item (M = 2.23) and warmth scale difference (M = 0.94) are
also comparable with the human vs. machine speech IAT of this
study.

H1A and H1B predicted that participants would favor human
speech over machine speech on implicit and explicit measures
(Lee, 2010; Mayer et al., 2003; Mullennix et al., 2003; Stern et al.,
1999). However, H1C predicted that there would be no or low cor-
relation between implicit and explicit measures. The results of the
human vs. machine speech IAT support these hypotheses. The IAT D
score shows a stronger implicit association between human speech
and pleasant than machine speech (M = 0.33, SD = 0.30). Possible
explanations of this social bias include in-group favoritism (i.e.,
speciesism), extrapersonal associations (e.g., acquired from nega-
tive experiences with IVR systems or negative depictions of ma-
chines in the media; MacDorman et al., 2009), and mere
exposure effects caused by the ubiquity of human speech. How-
ever, the implicit association strength between human speech and
pleasant for all participants was less than the implicit association
strength between female speech and pleasant for female partici-
pants in the female vs. male speech IAT (M = 0.42, SD = 0.36). Never-
theless, the explicit RP and WD measures indicated a very strong
preference for human speech; its RP measure across all participants
was 22 times greater than the RP measure for female participants
in the female vs. male speech IAT (2.37 vs. 0.14; Table 3). However,
the RP measure was not significantly correlated with IAT D, and
WD was only weakly correlated. In sum, the results of the IATs
indicate participants tend to underreport their favoritism for a pre-
ferred group of people as compared with a nonpreferred group of
people but they tend to overreport their favoritism for human
beings as compared with nonhuman machines.

The results of the female vs. male speech IAT demonstrate that
the proposed auditory IAT, combined with the explicit measure
in this study, can be used effectively to estimate social desirability
bias consistent with findings in the literature. The literature shows
that women have more positive implicit associations with women
than with men, whereas men are neutral (Nosek & Banaji, 2001;
Rudman & Goodwin, 2004). It also shows that both women and
men express preference for women on explicit measures (Eagly
et al., 1994). The female vs. male speech IAT was the only IAT in this
study with a significant gender difference, so results frommale and
female participants were analyzed separately.

The implicit and explicit measures indicated a social desirability
bias among both female and male participants consistent with the

Table 2
Reliability of IAT D and the warmth index.

Topic IAT D Warmth index

Cronbach’s a Cronbach’s a

Human vs. machine speech .78 .95
Female vs. male speech .78 .93
US vs. Arabic-accented speech .60 .93

Table 4
IAT D to relative preference correlation, IAT D to Warmth Difference correlation, relative preference to IAT D ratio, and Warmth Difference Cohen’s d to IAT D ratio.

Topic D to RP D to WD RP to D d to D Ratio

Corr. Corr. Ratio

(rD,RP) (rD,WD) (RP/D) (d/D)

Human vs. machine speech (n = 167) .09 .16* 7.29 7.08
Female vs. male speech, males (n = 51) .20 .10 42.67 41.32
Female vs. male speech, females (n = 129) .20* .16 0.33 0.74
US vs. arabic-accented speech (n = 138) .34*** .36*** 4.27 0.93

* p < .05.
*** p < .001 (two-tailed).

Table 3
Mean and standard deviation of IAT D, IAT Cohen’s d, mean and standard deviation of relative preference, and mean, standard deviation, Cohen’s d, and r-squared of the Warmth
Difference.

Topic IAT RP WD

M SD d M SD M SD d r2

Human vs. machine speech (n = 167) 0.33 0.30 0.30 2.37 0.86 1.90 1.20 2.30 .76
Female vs. male speech, males (n = 51) 0.02 0.31 0.02 0.82 1.52 0.9 1.16 0.83 .38
Female vs. male speech, females (n = 129) 0.42 0.36 0.46 0.14 1.43 0.27 1.04 0.31 .15
US vs. arabic-accented speech (n = 138) 0.18 0.36 0.20 0.77 1.48 0.15 1.17 0.17 .08
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literature. The IAT D score shows that female participants had a
stronger implicit association between female speech and pleasant
than male speech (M = 0.43, SD = .36), whereas male participants
were neutral (M = .02, SD = .31, F(1178) = 49.12, p = .000). More-
over, female participants often underreported their in-group favor-
itism on the explicit measure RP (M = 0.14, SD = 1.43) and WD
(M = 0.27, SD = 1.04), whereas male participants reported an even
stronger preference for woman than female participants did on
the explicit measure RP (M = 0.82, SD = 1.52, F(1178) = 8.03,
p = .005) and WD (M = 0.90, SD = 1.16, F(1178) = 12.57, p = .001),
although male participants were neutral on the implicit measures.
Female participants may have felt embarrassed by their in-group
favoritism, whereas male participants may have felt that reporting
warmth for other men could be misinterpreted as their sexual
preference.

H2A predicted that female participants would have a stronger
implicit association between female speech and pleasant than male
speech, though H2B predicted that for female participants, there
would be no or low correlation between implicit and explicit mea-
sures of gender bias (Greenwald & Farnham, 2000). The results for
female participants from the female vs. male speech IAT support
these hypotheses. H2C predicted that male participants would
not have a significantly stronger or weaker association between fe-
male speech and pleasant than male speech. In addition, H2D pre-
dicted that for male participants, there would be no or low
correlation between implicit and explicit measures of gender bias
(Greenwald & Farnham, 2000). The results of the male participants
from the female vs. male speech IAT support these hypotheses.

The results of this study show positive associations by female
participants (IAT Cohen’s d = 0.46) and indifference by male partic-
ipants (IAT Cohen’s d = 0.02). Nosek and Banaji (2001) showed sim-
ilar results in their gender IAT using the Go/No-go Association Test
(GNAT). Female participants had more positive implicit associa-
tions with women than with men (IAT Cohen’s d = 1.02), whereas
male participants were relatively neutral (IAT Cohen’s d = 0.21).
Richeson and Ambady (2003) also conducted an attitude IAT con-
cerning gender associations with good and bad attributes and re-
ported results, given as the mean log of response latency, that
were comparable with those of the female vs. male speech IAT of
this study.

The correlations in the female vs. male speech IAT (Table 4) agree
with results from the literature. Male participants had no signifi-
cant correlation between the IAT D score and the RP item (r = .20,
p = .166) or the IAT D score and the WD (r = .10, p = .502). Female
participants had a significant but weak correlation between the
IAT D score and the RPmeasure (r = .20, p = .025) and no significant
correlation between the IAT D score and the WD (r = .16, p = .063).
Nosek and Banaji (2002) also found no significant correlation be-
tween the implicit results of the GNAT and an explicit measure
of preference (r = .13, p > .05).

In the US vs. Arabic-accented speech IAT, the IAT D score indi-
cated a stronger association between US accents and pleasant than
Arabic accents. Table 4 reports the correlations and ratios between
the IAT D scores and the means of the explicit measure. The corre-
lation between the IAT D score and the RP item was significant
(p = .000) and the effect size was medium (r = .34) as was the cor-
relation between the IAT D score and the WD (p = .000, r = .36). The
significant correlation between the IAT D score and the RP in the US
vs. Arabic-accented speech IAT provides evidence that auditory fea-
tures can be used as instances of the target concept pair in the dis-
crimination task. H3A predicted that participants would have a
significantly stronger implicit pleasant association with US-ac-
cented speech than with Arabic-accented speech. The results of the
US vs. Arabic-accented speech IAT support this hypothesis. H3B pre-
dicted a medium-to-high correlation between implicit and explicit
measures, which was also supported.

5. General discussion

The current study compared the implicit measures of the IAT
with explicit measures calculated from self-reported data. A usual
pattern of response indicating social desirability bias favoring the
nonpreferred group did not appear in the human vs. machine speech
IAT. In fact, the results supported precisely the opposite claim: the
large explicit-to-implicit ratio indicates participants were exagger-
ating their preference for human beings (Table 4). Thus, contrary to
the results of other intergroup attitude IATs, the reporting bias fa-
vored the group that earned more positive implicit associations.
The correlation between implicit and explicit measures (rD,RP = .09)
was much lower than the average for IATs comparing different
groups of people (q = .253) or different products (q = .336) based
on a meta-analysis (Hofmann et al., 2005).

The results of the human vs. machine speech IAT support the pre-
dictions of the proposed dual-process model of impression man-
agement in human–computer interaction. They indicate that the
conscious impression management strategies activated by the ex-
plicit measures favored the preferred group, human beings, and
not machines. This finding disputes the trend found in social psy-
chology studies comparing two human groups, in which social
desirability bias enhanced ratings of the nonpreferred group. The
results are consistent with a number of studies that have found
participants display little or no social desirability bias toward com-
puters (Aharoni & Fridlund, 2007; Bhatt et al., 2004; Charlton,
2009; Couper et al., 2004; Shechtman & Horowitz, 2003; Touran-
geau et al., 2003). They suggest that the theory that computers
are social actors and social agency theory are only supported by
behavioral data elicited by nonconscious impression management
strategies.

An example of one such strategy is the elicitation of prosocial
behavior from the presence of subtle cues of being observed in
the environment, such as the mere inclusion of eyes in an image
on a computer screen (Burnham & Hare, 2007; Haley & Fessler,
2005). In a study conducted in an unattended university coffee
room, payment compliance with a drinks pricelist almost tripled
if the pricelist included a photograph of human eyes (Bateson, Net-
tle, & Roberts, 2006). The cognitive processes underlying this kind
of prosocial behavior are nonconscious, automatic, and stimulus-
driven: Participants are completely unaware of the relation be-
tween the depiction of eyes and the change in their behavior. In an-
other example of nonconscious impression management,
participants were unaware that they rated the performance of a
tutoring program more favorably if they rated it on the same com-
puter on which they had been tutored (Nass et al., 1994). If the
computer had been a human tutor, this would be interpreted as
typical politeness behavior. The disparity in the results of studies
that appear to support or refute social desirability bias for ma-
chines could be explained if people predominantly manage their
impressions with machines by means of nonconscious strategies
while refraining from using conscious strategies. The proposed
dual-process model can explain most of the data of proponents
of the theory that computers are social actors, such as the fact that,
when people are being polite to computers, they are not even
aware of it (Nass & Moon, 2000; Nass et al., 1994).

5.1. Limitations and future work

The main limitation of this study is that variables other than so-
cial desirability bias can act as moderators between implicit and
explicit measures. These variables include evaluative strength,
dimensionality, distinctiveness (Nosek, 2005), additional informa-
tion integration for explicit representations, and research design
factors (Hofmann et al., 2005). Although care was taken in the de-
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sign of the implicit and explicit measures and choice of the bench-
marking topics to reduce the effects of these variables, further re-
search is required to determine the extent of their influence and to
control for it. To achieve this, future experiments will include other
behavioral measures that enable the assessment of predictive
validity (Greenwald, Poehlman, Uhlmann, & Banaji, 2009), includ-
ing additional measures of social desirability and absolute mea-
sures of implicit preference, such as the single-target IAT
(Bluemke & Friese, 2008).

A possible limitation with using the current design in develop-
ing machine-synthesized voices concerns the extent to which the
IAT D score reflects positive or negative associations with the
auditory stimuli as opposed to the concept labels under which
the stimuli are categorized. Although the IAT D score was in-
tended to measure the relative valence of a pair of target con-
cepts, several studies have established that it is also affected by
stimuli valence (Bluemke & Friese, 2006; Govan & Williams,
2004), though the extent of the influence has been disputed (De
Houwer, 2001). To evaluate the valence of a particular machine-
synthesized voice, it would be best to use an IAT or other implicit
measure that does not use target concept labels during the cate-
gorization task. This would increase the salience of the stimuli
and focus attention on them. The single-target IAT may easily
be adapted to this purpose.

6. Conclusion

This study examined whether impression management influ-
ences self-reported evaluations of machine-synthesized speech.
In the human vs. machine speech IAT, explicit measures derived
from self-reported evaluations were benchmarked against implicit
measures, and the explicit-to-implicit ratio and correlation were
compared with those of IATs with human groups. The results indi-
cate impression management can create strong favoritism for hu-
man beings over machines in explicit measures. Participants
were inclined to overreport their favoritism for the preferred hu-
man group rather than underreport it, as is typical when two hu-
man groups are being compared.

The fact that impression management was directed at human
beings but not computers does not support the theory that com-
puters are social actors (Nass et al., 1994), social interface theory
(Dryer, 1999), or social agency theory (Moreno et al., 2001). How-
ever, the proposed dual-process model of impression management
can explain the discrepancy between this study’s findings and
those of the proponents of these theories, because it stipulates that
computers and other nonhuman entities can more easily elicit
nonconscious impression management strategies than conscious
ones.

When participants exhibit social desirability bias for or against
a machine-synthesized voice, the information they provide is unli-
kely to reflect their attitudes accurately. The use of implicit mea-
sures to detect social desirability bias could provide designers
with information that more completely explains user preferences
and better predicts user behavior. With this information designers
can create machine voices that are more appealing to their users.
Such voices would be beneficial in many areas of human–machine
interaction, from IVR systems to socially assistive robots.
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