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A B S T R A C T

Deepfakes are AI-generated media designed to look real, often with the intent to deceive. Deepfakes threaten
public and personal safety by facilitating disinformation, propaganda, and identity theft. Though research has
been conducted on human performance in deepfake detection, the results have not yet been synthesized. This
systematic review and meta-analysis investigates human deepfake detection accuracy. Searches in PubMed,
ScienceGov, JSTOR, Google Scholar, and paper references, conducted in June and October 2024, identified
empirical studies measuring human detection of high-quality deepfakes. After pooling accuracy, odds-ratio, and
sensitivity (d’) effect sizes (k = 137 effects) from 56 papers involving 86,155 participants, we analyzed 1) overall
deepfake detection performance, 2) performance across stimulus types (audio, image, text, and video), and 3) the
effects of detection-improvement strategies. Overall deepfake detection rates (sensitivity) were not significantly
above chance because 95% confidence intervals crossed 50%. Total deepfake detection accuracy was 55.54%
(95% CI [48.87, 62.10], k = 67). For audio, accuracy was 62.08% [38.23, 83.18], k = 8; for images, 53.16%
[42.12, 64.64], k = 18; for text, 52.00% [37.42, 65.88], k = 15; and for video, 57.31% [47.80, 66.57], k = 26.
Odds ratios were 0.64 [0.52, 0.79], k = 62, indicating 39% detection accuracy, below chance (audio 45%, image
35%, text 40%, video 40%). Moreover, d’ values show no significant difference from chance. However, strategies
like feedback training, AI support, and deepfake caricaturization improved detection performance above chance
levels (65.14% [55.21, 74.46], k = 15), especially for video stimuli.

1. Introduction

1.1. Deepfakes

Advances in artificial intelligence (AI) have enabled the develop-
ment of algorithms that produce content that is indistinguishable from
the real world. Specifically, generative adversarial networks (GAN),
trained on real-world data, can synthesize digital content using deep
learning algorithms. GAN-generated content used to deceive the viewer
into believing that it is real is called deepfake, a portmanteau of the
words deep learning and fake (Chadha, Kumar, Kashyap, & Gupta, 2021;
Lyu, 2020; Rana, Nobi, Murali, & Sung, 2022; Seow, Lim, Phan, & Liu,
2022). The term was first used in 2017 when a user of the social news
and discussion website Reddit synthesized pornographic content of ce-
lebrities (Chadha et al., 2021; Lyu, 2020). Its misuse has since become

popular and spread into other areas, such as the creation of fake political
videos, nonconsensual pornography, fraud, or disinformation (Farid,
2022; Seow et al., 2022). Techniques employed to create deepfakes
include face–body swaps, voice swaps, text-to-speech (TTS) to replace
voices, face morphing, lip-syncing, and text generation (Chadha et al.,
2021; Farid, 2022; Lyu, 2020).

Deepfakes attracted increased public attention in 2018 when a
deepfake video began circulating of former U.S. president Barack
Obama expressing controversial views (Homeland Security, 2022; Seow
et al., 2022; Vaccari & Chadwick, 2020). Deepfakes have since been
repeatedly misused in politics, for example, to shift public opinion
before elections (BSI, 2024; Homeland Security, 2022; Whyte, 2020).
Synthetic voices have also been used for financial fraud or identity theft
(Bateman, 2020; Strupp, 2019). In the U.S., losses from AI fraud are
estimated to exceed $12.5 billion in 2023 (Katanich, 2024). Deepfake
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technology has been misused to create pornographic content containing
a fake version of a real, often famous, person. Around 4000 celebrities
have fallen victim to AI-generated pornography (Panda Security, 2024).
An analysis by Sensity AI in 2021 has found that 90–95% of deepfake
content consists of nonconsensual pornography (Hao, 2021). Ray re-
ported that in 2020, one specific AI bot had created pornographic con-
tent containing over 100,000 women (Ray, 2020). Deepfake
pornography has also been used to target children and adolescents
(Winnard, 2024). Furthermore, AI-based text generators have been used
to generate sexual stories involving children (Simonite, 2021).

Forged content is a long-standing security threat (Piva, 2013; Rocha,
Scheirer, Boult, & Goldenstein, 2011). Examples of fraudulent content
include synthesized faces on fake passports (Robertson et al., 2018),
manipulated photos in journalism (Hadland, Cambell, & Lambert,
2015), misinformation in news (Adams, Osman, Bechlivanidis,&Meder,
2023), and false evidence presented in court (Amerini et al., 2013).
Evidently, humans have trouble differentiating real content from forg-
eries (Nightingale, Wade,&Watson, 2017; Sanders, Ueda, Yoshikawa,&
Jenkins, 2019; Schetinger, Oliveira, da Silva, & Carvalho, 2017). With
recent technological advancements in the form of deepfakes, synthe-
sized content resembles reality ever more closely. Given the ease of
creating deepfakes and disseminating them through social media,
believable forged content can spread quickly, causing great harm.

1.2. Types of deepfake content

Deepfake content can be categorized based on four modalities: audio,
image, text, and video (Farid, 2022; Khanjani, Watson, & Janeja, 2023).
Readily available deepfake audios created with AI-based TTS systems
have become increasingly humanlike (Diel & Lewis, 2024; Müller, Pizzi,
& Williams, 2022; Zhou, Ling, & King, 2020). Deepfakes find various
uses, for example, in entertainment or marketing (Farid, 2022). Despite
constructive applications like synthesizing the voice of a person who has
lost theirs (i.e., voice banking; Judge & Hayton, 2022), AI-generated
voices can be misused to impersonate, commit fraud or scientific
misconduct, or spread misinformation (Farid, 2022; Khanjani et al.,
2023; Mai, Bray, Davies, & Griffin, 2023; Strupp, 2019; Suwajanakorn,
Seitz, & Kemelmacher-Shlizerman, 2017). For example, AI impersona-
tion of a politician in political propaganda is not reliably detected by
humans (Groh, Epstein, Picard, & Firestone, 2021).

Deepfake images can appear in fake photographic evidence and false
identities (Caldwell, Andrews, Tanay, & Griffin, 2020). Research has
focused mainly on the detection of synthesized human faces (Boyd,
Tinsley, Bowyer, & Czaijka, 2023; Bray, Johnson, & Kleinberg, 2023;
Cooke et al., 2024; Holmes, Banks,& Farid, 2016; Hulzebosch, Ibrahimi,
& Worring, 2020; Lu et al., 2024; Mader, Banks, & Farid, 2017; Night-
ingale & Farid, 2022; Rössler et al., 2019; Shen, Richard Webster,
O’Toole, Bowyer, & Scheirer, 2021; Tucciarelli, Vehar, Chandaria, &
Tsakiris, 2022a). Deepfakes of human faces can be deceptive, appearing
more trustworthy and authentic than their real counterparts
(Nightingale & Farid, 2022; Tucciarelli et al., 2022a). Disruption of
specialized perceptual processing for human faces hampers the ability to
detect deepfakes, indicating that specialization supports detecting
deepfakes (Groh, Epstein, Picard, & Firestone, 2021). In this vein,
several studies trained human participants with feedback to improve
their deepfake detection accuracy (Holmes et al., 2016; Mader, Banks,&
Farid, 2017; Nightingale & Farid, 2022).

Deepfake texts are synthesized texts usually generated by a large
language model (LLM). AI-generated text poses a threat in the form of
fake news articles (Aïmeur, Amri, & Brassard, 2023; Hamed, Ab Aziz, &
Yaakub, 2023; Keya, Shajeeb, Rahman, &Mridha, 2023; Twomey et al.,
2023), comments, tweets, and reviews (Fagni, Falchi, Gambini, Mar-
tella,& Tesconi, 2021; Rupapara et al., 2021; Weiss, 2019). LLMs can be
used to create misinformation that manipulates public opinion.
Furthermore, fake academic texts created by university students or ac-
ademics cannot be reliably detected as such, highlighting the threat of

AI-generated text to academic integrity (Elali& Rachid, 2023; Gao et al.,
2023; Hakam et al., 2024; Ibrahim et al., 2023; Májovský, Černý, Kasal,
Komarc, & Netuka, 2023; Popkov & Barrett, 2024; Odri & Yoon, 2023;
Rashidi, Fennell, Albahra, Hu, & Gorbett, 2023).

Deepfake videos possess various uses and risks (Yu, Xia, Fei, & Lu,
2021). Deepfake videos can combine visual (e.g., human bodies and
faces) and auditory (e.g., voices) AI-generated content. The detection of
deepfake videos, such as political deepfakes, has been the focus of
multiple studies (Cooke, Edwards, Barkoff, & Kelly, 2024; Doss et al.,
2023; Groh, Epstein, Firestone, & Picard, 2022; Köbis, Doležalová, &
Soraperra, 2021; Korshunov & Marcel, 2020; Mittal, Sinha, Swamina-
than, Collomosse, & Manocha, 2023; Somoray & Miller, 2023).

1.3. Deepfake detection strategies

Several studies have tested strategies to improve our ability to detect
deepfake content. Strategies include AI support for detection decisions
(Groh et al., 2022), attentional strategies (Bray et al., 2023), feedback
training (Holmes et al., 2016), financial incentives (Köbis et al., 2021),
human collaboration (Uchendu et al., 2023), creating deepfake carica-
tures (Fosco et al., 2022), and raising awareness (Tucciaelli et al., 2022).
However, a general synthesis of detection improvement strategies and a
systematic comparison of these strategies are still lacking.

GAN-created deepfake content has found several constructive uses.
For example, deepfake faces may be used as stimuli for research in face
processing (Reiner et al., 2024), emotion processing (Becker et al.,
2024), health informatics (Dai & MacDorman, 2021), and the social
sciences (Eberl, Kühn, & Wolbring, 2022; Tucciarelli et al., 2022a). In
addition, deepfake “twin doctors” may be used as embodied conversa-
tional agents in remote interactions with clinical patients (Zalake,
2023).

Several AI algorithms for detecting deepfakes have been devised and
tested, summarized in multiple reviews and meta-analyses (Heidari,
Navimipour, Dag, & Unal, 2024; Juefei-Xu et al., 2022; Rana et al.,
2022; Stroebel, Llewellyn, Hartley, Ip, & Ahmed, 2023; Whittaker,
Mulcahy, Letheren, Kietzmann, & Russell-Bennett, 2023; Zotov, Drem-
liuga, Borshevnikov, & Krivosheeva, 2020). Despite interest in human
deepfake detection, the topic is underexplored (Lyu, 2020). Although AI
algorithms can detect deepfakes, they are not readily available to the
public. Thus, they do not protect people when they are confronted with
deepfakes on the Internet—in false advertising, identity-theft pornog-
raphy, political propaganda, misinformation, and fraudulent academic
articles (Caldwell et al., 2020; Campbell, Plangger, Sands, & Kietzmann,
2021; Fink, 2019; Hamed et al., 2023; Ibrahim et al., 2023; Keya et al.,
2023).

Several national information security agencies warn of the risk of
deepfakes and suggest strategies for consumers to mitigate deception,
such as raising awareness and being cautious with AI artifacts
(Bundesministerium Inneres, 2024; BSI, 2024; Canadian Security Intel-
ligence Service, 2023; Homeland Security, 2022). However, it is unclear
whether these strategies are effective. In general, the research on human
performance in deepfake detection has been sparse. The authors were
unable to find any systematic reviews or meta-analyses on the topic. To
fill this gap, this work synthesizes research findings on human deepfake
detection performance.

1.4. Hypotheses

This work presents the first meta-analysis on human deepfake
detection performance. It aims to synthesize the evidence on the human
ability to detect deepfakes, both collectively and across deepfake audios,
images, texts, and videos (Groh et al., 2024; Khanjani et al., 2023). In
addition, the effects of strategies to enhance deepfake detection are
reviewed. Hence, the following hypotheses are tested:

1. Humans can accurately detect deepfakes.
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2. Humans can accurately detect deepfakes across four modalities:
audio, image, text, and video.

3. Strategies to improve human deepfake detection accuracy increase
human performance.

2. Methods

This meta-analysis has been conducted and is reported in accordance
with the Preferred Reporting Items for Systematic Reviews and Meta-
Analyses (PRISMA; Page et al., 2021), adapted to the present study’s
designs and the journal’s requirements. It was preregistered in May
2024 at https://doi.org/10.17605/OSF.IO/7W645. Datasets and anal-
ysis scripts are available at https://osf.io/hnf8g/.

2.1. Inclusion criteria

This work’s goal is to synthesize research on human deepfake
detection performance; hence, papers were included by the following
criteria:

1) novel empirical research (excluding reviews, surveys, essays, and
theoretical works),

2) data from human participants (excluding research only with AI
detection algorithms),

3) high-quality deepfake stimuli (i.e., stimuli generated using deep
learning algorithms, excluding stimuli described as unrealistic, low
quality, noisy, or not created using a deep learning algorithm, such as
manipulated stimuli),

4) detection performance measures (i.e., measures that directly assess
the accuracy of detection, either using two-alternative tasks or
transforming detection data into a binary result, excluding measures
not directly indicating detection performance, such as Likert-scales
on perceived naturalness or authenticity, because participants may
judge a known deepfake to be authentic-looking), and

5) sufficient information to calculate effect sizes, including raw data.
Authors of papers with insufficient information were contacted for

more information. If the authors did not respond after one week, a
reminder e-mail was sent, and after three weeks, the paper was
excluded.

2.2. Search and selection

Searches were conducted in June 2024 and October 2024. The
PubMed, ScienceGov, and Jstor databases were searched using these
search terms (or adapted versions): (“human” OR “perception” OR
“perceptual”) AND (“deepfake” OR “deep-fake” OR “deep fake” OR
“artificially generated” OR “AI-generated” OR “synthetic face”) AND
(“detection” OR “recognition”). In addition, reference sections of rele-
vant published literature were screened for papers. Google Scholar was
also used as a source. Due to Google Scholar’s low specificity, only the
first 500 results were screened. Three independent reviewers assessed
and selected the papers according to the inclusion criteria. Out of 1,181
studies found, 56 were selected for the meta-analysis. Fig. 1 depicts the
selection process.

2.3. Data extraction and analysis

Three independent reviewers performed data extraction. To increase
the results’ robustness according to the PRISMA guidelines (Page et al.,
2021), the analysis was performed using different effects: proportions,
odds ratios (ORs), and sensitivity indices (d’s) based on reported
confusion matrix values (i.e., hits, false alarms, misses, and correct re-
jections). Given that some studies did not report all relevant data or
provide access to the raw data (e.g., only total accuracy ratings instead
of accuracy for real and deepfake stimuli separately), slightly different
sets of studies were included for different analyses. Therefore, analyzing
and reporting three different measures of accuracy (proportions, ORs,
and d’s) will summarize the relevant literature while also increasing
robustness to estimate sensitivity. The reported data includes the effect
size, its 95% confidence interval in brackets, and the number of mea-
sures (k) from which it was derived.

Data analysis was conducted using MedCalc (ver. 20.217.0.0) and R

Fig. 1. Flowchart of the study selection process.
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(ver. 4.1.2). The forest function from the metafor R package was used to
depict the effect sizes (Viechtbauer, 2010). Heterogeneity analysis was
performed by calculating Cochran’s Q (χ2) significance test and I2 sta-
tistics (Higgins, Thompson, Deeks, & Altman, 2003). A significant
Cochran’s Q and I2 values above 50% indicate heterogeneity (Higgins
et al., 2003). Heterogeneity of the results was expected and mitigated by
conducting random-effect models and subgroup analyses, decided a
priori.

Meta-analysis models were random effects models with paper as the
random effect and measure as the fixed effect. A random-effect model
was chosen to control for paper-group effects for papers with multiple
studies, as varied sample characteristics and stimulus modality, quality,
and content were expected. The random effects model was calculated
according to DerSimonian and Laird (1986), with studies weighted by
sample size and number of stimuli. 95% confidence intervals were
calculated as 1.96 times the standard error and were reported with the
measures. Confidence intervals were used to interpret the significance of
results. They indicate no significant difference from chance when they
cross 50% for proportions, 1 for ORs, or 0 for d’. For each analysis,
studies were weighted according to sample and stimulus size.

2.3.1. Proportions
Proportions of correct identifications are defined as the rate of

correctly identifying a stimulus (i.e., the hit rates and correct rejections).
Proportions were synthesized across studies for three variables: total
accuracy (including across real and deepfake stimuli), accuracy for real
stimuli, and accuracy for deepfake stimuli. Proportions were used as
they are the easiest to understand and the most frequently reported.
Variances were stabilized using the Freeman-Tukey arcsine square root
transformation (Freeman & Tukey, 1950).

Although total proportions were calculated, which include both
deepfake and real stimuli, these values can be misleading due to dataset
imbalance and the aggregation of individual class contributions (He &
Garcia, 2009; Tharwat, 2021). Therefore, results were interpreted using
deepfake stimuli accuracies and their confidence intervals.

2.3.2. Odds ratios
OR values were calculated to assess the odds of correctly detecting

deepfake stimuli relative to real stimuli as a measure of the human
ability to detect deepfakes. ORs were calculated using this formula:

OR=
ad
bc

(1)

where a is the number of deepfakes detected, b is the number of deep-
fakes missed, c is the number of real stimuli detected, and d is the
number of real stimuli missed (Borenstein et al., 2009). The
meta-analysis on ORs was calculated by the Mantel-Haenszel method
(Mantel & Haenszel, 1959).

2.3.3. Sensitivity index d’
Proportions do not account for response errors or biases. For

example, high accuracy in deepfake detection may result from a
response bias towards labeling any stimulus as deepfake, which would
not represent true discrimination ability. Signal detection theory uses
the sensitivity index d’ to control for response bias by calculating the
separation between the deepfake (signal) and real stimulus (noise) dis-
tributions (Macmillan, 2002).

For each study, the sensitivity index d’ was calculated:

dʹ= z(H) + z(1 − FA) (2)

where z(H) are the z-scores for the hit rate (correctly identified deepfake
stimuli) and z(1 – FA) are the z-scores of 1 minus the false alarm rate (1
minus real stimuli incorrectly identified as deepfake).

For each study, the variance of d’ was estimated using the following
formula:

Var(dʹ)=
1

nsH(1 − H)
+

1
nnFA(1 − FA)

(3)

where ns and nn are the number of signal and noise trials, respectively,
and H and FA are hit and false alarm rates.

For the meta-analysis, study-level d’ values were synthesized into
combined d’ values. Combined d’ values and their variances were
calculated using the formulas

Combined dʹ=
∑

wdʹ
∑

w
(4)

and

Var(Combined dʹ)=
1

∑
w

(5)

where w is each study’s weight calculated as the inverse of the variance
of d’:

w=
1

Var(dʹ)
(6)

2.3.4. Publication bias
Publication bias was assessed by funnel plot asymmetry and p-curve

analysis for proportion and OR values. Funnel plot asymmetry (assessed
by Egger’s test) would show a pattern of smaller studies having larger
effect sizes, which could occur due to a bias towards publishing signif-
icant rather than nonsignificant results (Borenstein, Hedges, Higgins, &
Rothstein, 2009). P-curve analysis was used to investigate whether a
bias existed to publish results with p-values just below the significance
threshold (i.e., 0.05), indicating p-hacking.

3. Results

This meta-analysis includes 56 papers, listed in Table A1 of the Ap-
pendix. Figure A1 provides a confusion matrix of hit and miss rates of
real and deepfake stimuli across all studies.

3.1. Heterogeneity

Heterogeneity analysis revealed significant heterogeneity for pro-
portions, Q(84) = 636,237.93, p < .001, I2 = 99.99% [99.99, 99.99],
and ORs, Q(61) = 116,847.43, p < .001, I2 = 99.95 [99.95, 99.95]. The
random effects model on proportions had a fit of R2 = 0.57. and on ORs
of R2 = 0.47.

3.2. Publication bias

Publication bias was assessed by funnel plot analysis on proportion
and OR values (Fig. 2). Egger’s tests indicated no significant asymmetry
for proportions (t(85)= 15,94, p= .161) or ORs (t(45)= 6.14, p= .254).
Hence, no evidence of a publication bias was found.

P-curve analysis revealed significant right-skewedness (z = − 65.93,
p< .001) and nonsignificant flatness (z= 68.25, p= 1.00). Hence, the p-
curve analysis did not indicate publication bias. The p-curve is depicted
in Fig. 3.

3.3. Proportions

Across all trials, 47.42% of stimuli were real, and 52.58% were
deepfake. Across all studies and stimuli, participants performed better at
detecting real stimuli, correctly detecting them 68.08% [64.74, 71.26]
of the time, k = 64 effect sizes. However, they only correctly detected
deepfake stimuli 55.54% [48.87, 62.10] of the time, k = 67. The overall
mean accuracy was 60.60% [56.51, 64.62], k = 85. Random-effects
analysis with paper grouped by stimulus type is shown in Fig. 4.
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Overall, deepfake stimuli were not detectable.

3.3.1. Modality-level analysis
For audio, total accuracy was 63.11% [49.64, 75.61], k = 9. Accu-

racy was 70.67% [65.43, 75.65], k = 8, for real voices and 62.08%
[38.23, 84.18], k = 7, for deepfake voices.

For images, total accuracy was 58.04% [53.31, 62.70], k = 26. Ac-
curacy was 68.46% [64.39, 72.40], k = 18) for real images and 53.16%
[42.12, 64.64], k = 18, for deepfake images.

For text, total accuracy was at 58.00% [50.68, 64.94], k = 17. Ac-
curacy was 66.81% [64.04, 69.53], k = 14) for real text and 52.00%
[37.42, 65.88], k = 15, for deepfake text.

For videos, total accuracy was 63.26% [57.73, 68.62], k = 33. Ac-
curacy was 68.00% [60.12, 74.63], k = 23) for real videos and 57.31%

[47.80, 66.57], k = 26, for deepfake videos.

3.3.2. Effects of strategy
Using a strategy to improve deepfake detection increased general

accuracy to 63.31% [56.12, 69.31], k= 17. While accuracy did not show
a noteworthy increase for real stimuli, 67.21% [64.00, 70.62], k = 13,
accuracy for deepfake stimuli increased by about 10% with 65.14%
[55.21, 74.46], k = 15. Hence, applying deepfake detection strategies
improves the correct identification of deepfake stimuli. Results for all
proportion analyses are summarized in Fig. 4.

3.4. Odds ratios

OR analysis on the odds of detecting a deepfake relative to the odds

Fig. 2. Funnel plots depicting effects plotted against standard errors (reverse scaled). Fig. 2(a) depicts the funnel plot for proportions and Fig. 2(b) for OR values.
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of missing a deepfake revealed an OR at 0.64 [0.52, 0.79], k = 62,
indicating that the odds of detecting a deepfake were 39% and the odds
of missing a deepfake were 61%. Modality-level analysis revealed the
odds of detecting deepfakes across media types. For audio, an OR of 0.81
[0.31, 2.09], k = 8, indicates 45% odds of detection versus 55% odds of
missing. For images, an OR of 0.53 [0.34, 0.53], k = 18, indicates 35%
odds of detection versus 65% odds of missing. For text, an OR of 0.66

[0.37, 1.15], k= 15, indicates 40% odds of detection versus 60% odds of
missing. For videos, an OR of 0.68 [0.53, 0.86], k = 21, indicates 40%
odds of detection versus 60% odds of missing.

Finally, the effects of strategy on OR showed an increased OR of 0.81
[0.66, 1.00], k= 12, indicating that when applying a strategy to improve
deepfake detection, the odds of detecting a deepfake become closer to
the odds of missing one. The results of the OR analyses are summarized

Fig. 3. P-curve analysis across 58 effects. The curve’s shape does not indicate publication bias.

Fig. 4. The probability of correctly identifying deepfake and real stimuli, grouped by condition. Error bars indicate confidence intervals. The dashed line indicates
chance (50%). Error bars indicate 95% confidence intervals.
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in Fig. 5.

3.5. Analysis of d’

Finally, d’ analysis revealed results like those for proportions and
ORs. Combined d’ was at 0.67 [–0.01, 1.36], k = 68, indicating a low
sensitivity due to the confidence intervals overlapping with 0. The
sensitivity index d’ was 1.25 [–0.01, 2.50], k= 8, for audio, 0.54 [–0.01,
1.10], k = 29, for images, 0.022 [–0.05, 0.44], k = 16, for text, and 1.74
[–0.01, 3.49], k = 26, for videos.

When applying strategies to increase performance, d’ increased
slightly from the control of 0.17 [–0.02, 0.36], k = 13, to 0.22 [–0.02,
0.47], k = 11. Nevertheless, the combined d’ remained close to chance.
Sensitivity index results appear in Fig. 6.

3.6. Review of improvement strategies

Various strategies have been developed to improve the accuracy of
deepfake detection. Due to the limited number of studies investigating
specific strategies and several studies not reporting measures that could
be synthesized (e.g., area under the curve or d’ values without variance),
a meta-analysis would not be sufficient to synthesize the results of the
effects of strategy on performance. Hence, a review of the applied
strategies has been conducted. A summary of strategies and their results
is shown in Table 1.

Six out of 17 studies trained participants using feedback, resulting in
near consistent improvement in deepfake detection (Diel et al., 2024;
Holmes et al., 2016; Hulzebosch, Ibrahimi, & Worring, 2020; Mader,
Banks, & Farid, 2017; Müller, Pizzi, & Williams, 2022; however, see
Nightingale & Farid, 2022). Feedback training uses operant condition-
ing, specifically of reward (through positive feedback) and punishment
(through negative feedback) to reinforce the detection of features spe-
cific to deepfake content (e.g., artifacts). While most studies used visual

stimuli, Müller, Pizzi, and Williams (2022) also found that feedback
training had a positive effect for audio stimuli, indicating that the
benefit of feedback training could be independent of modality.

Three studies applied the raising-awareness strategy to deepfakes
(Ahmed et al., 2021; Köbis et al., 2021; Tucciarelli et al., 2022a).
Although all three found improvements in deepfake detection, the
change was only significant in one study (Tucciarelli et al., 2022a) and
either not significant (Köbis et al., 2021) or not tested for significance in
the rest (Ahmed et al., 2021). In addition, the increased performance
remained close to chance.

Three studies used advice (e.g., on attending to deepfake features)
with mixed results (Bray et al., 2023; Somoray & Miller, 2023; Tahir
et al., 2021). While Bray et al. (2023) found an increase in detection
performance, performance did not increase for Somoray and Miller
(2023). Tahir et al. (2021) employed a training program with explicit
advice on detecting deepfakes (e.g., by focusing on typical artifacts).
They found a noteworthy increase in total accuracy.

Two studies applied support-based strategies: Groh et al. (2022)
provided participants with AI decisions on an image, and Uchendu et al.
(2023) let participants collaborate in groups. Both support strategies
improved detection performance.

Finally, two studies used a deepfake caricaturization method to
exaggerate deepfake artifacts (Fosco et al., 2023; Josephs et al., 2023).
Whereas real face caricatures presented more distinctive features, a
deepfake caricatures presented more detectable artifacts. Both studies
reported a substantial increase in deepfake detection.

In general, the review found that strategies improved deepfake
detection. Although feedback training showed the most consistent pos-
itive results, advice, AI support, group collaboration, and exaggeration
also improved deepfake detection. Furthermore, exaggerating deepfake
artifacts through caricaturization shows promise in greatly improving
deepfake detection.

Fig. 5. The odds of detecting a deepfake relative to the odds of missing a deepfake (OR) by stimulus condition. Error bars indicate 95% confidence intervals.

Fig. 6. Combined d’ values across stimulus conditions. Error bars indicate 95% confidence intervals.
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4. Discussion

Deepfake content is becoming increasingly widespread, realistic, and
hard to detect. This meta-analysis, the first on human deepfake detec-
tion, found synthesized human performance to be at chance. Across all
stimulus types (audio, image, text, and video), 95% confidence intervals
crossed chance levels. Thus, deepfake detection performance is not
significantly above chance for any modality or overall. Performance
remains relatively consistent across stimulus types (audio, image, text,
and video), with lower accuracy for detecting deepfakes than real
stimuli. Finally, strategies to improve human deepfake detection
generally succeed, though not consistently.

The funnel plot and p-curve analyses showed no publication bias.
Publication bias arises when significant results are valued over nonsig-
nificant ones, leading to their being disregarded (Sutton, 2009). How-
ever, a publication bias was not expected for human deepfake detection
performance because of the societal impact of nonsignificant findings.
The finding that humans detect deepfakes at chance levels underscores
the threat of deception and manipulation deepfakes pose.

Meta-analyses of proportions, ORs, and d’ values and the systematic
review of strategies yielded similar results. The meta-analysis of correct

identification proportions showed that detection performance tends to
be higher for real stimuli than deepfakes. Furthermore, OR analysis
showed that the odds of identifying a deepfake are about half the odds of
missing a deepfake. Finally, d’ analysis generally revealed low sensi-
tivity in detecting deepfakes, with confidence intervals crossing chance
levels. Proportion analysis further showed that applying strategies
usually increases deepfake detection. This improvement is reflected in
the ORs, which revealed that after applying a strategy, the odds of
correctly identifying or missing a deepfake are almost the same. The
review of strategies, which includes studies not included in the meta-
analyses due to limited data availability, further showed an increase
in accuracy after training.

Among studies with strategies, most used a training task with im-
mediate feedback after participants decided whether a stimulus was real
or fake. Combining different strategies may lead to further, incremental
improvements. For example, feedback training may enhance perceptual
strategies for detecting deepfakes, and training efficacy could be
improved by providing users with additional advice on how to detect
deepfakes. Performance can be further enhanced by letting trained users
use AI. Tahir et al. (2021) found extensive training with explicit advice
increased accuracy 30%. Amplifying artifacts by creating deepfake
caricatures increased accuracy above 90%.

Performance for audio stimuli was higher in proportions and ORs
than other metrics. The 95% confidence intervals crossed random
chance levels and remained wide. Audio accuracy ranged from low
(28%, Frank et al., 2023) to high (87%, Groh et al., 2024). This variation
reflects heterogeneity in study factors influencing performance, such as
deepfake stimulus quality and familiarity (e.g., random voices versus
politicians’ speeches). Thus, while the results do not support
above-average deepfake detection for audio, they may depend on the
kind of stimulus.

The large-scale experiments of Groh et al. (2022, 2024) reported
higher detection accuracies than this meta-analysis. Groh et al. (2022)
used deepfake videos, which are multimodal, incorporating images,
movement, and voice. As AI may generate noticeable errors in any of
these modalities, the chance of detecting errors in video is higher than in
single-modality stimuli. Moreover, Groh et al. (2024) derived their
audio, text, and video stimuli from videos of Donald Trump and Joseph
Biden. The higher accuracy of their results may be due to hightened
sensitivity to to distortions in familiar faces than unfamilar ones,
rendering AI-generated artifacts more detectable (Diel & Lewis, 2022).

The quality of the deepfake generation process can influence per-
formance, for example, through resolution, noise, or anomalies. Holmes
et al. (2016) found higher resolution improved detection performance
for artificial faces. Low quality deepfakes are also more likely to be
detected due to generation noise, hallucinations, and other artifacts.
This meta-analysis does not show above-chance detection performance,
indicating that the deepfakes in the included studies were of good
quality. Some studies report higher accuracy (e.g., Groh et al., 2022,
2024), possibly due to high stimulus resolution or familiarity with the
content (e.g., celebrities). Caution is advised in generalizing these re-
sults to other cases, as detection may vary based on specific factors. The
moderating effects of generation quality, stimulus resolution, and con-
tent familarity across modalities could be investigated in future
research.

This meta-analysis is limited by the reviewed papers’ selective and
heterogeneous reporting of results. Even when studies used two-
alternative forced choice tasks to collect binominal fake/real categori-
zation data for deepfake and real faces, several studies focused on spe-
cific analyses, such as AUC (Groh et al., 2022; Korshunov & Marcel,
2020), d’ (Holmes et al., 2016; Nightingale & Farid, 2022), total correct
identification (Cooke et al., 2024; Shen et al., 2021), and confusion
matrices including hits and false alarms (Gao et al., 2023; Ha et al.,
2024). However, not all studies report the values required to perform all
analyses. Future meta-analyses could benefit from studies reporting hits,
false alarms, and variance measures, enabling further analyses (e.g., for

Table 1
Results of individual studies’ strategies to improve deepfake detection. Results
are divided into a control group (CG) and an intervention group (IG). AUC in-
dicates the area under the curve.

Study Strategy Result type Result

Groh et al.
(2022)

AI support AUC CG: 0.936
IG: 0.982

Nightingale and
Farid (2022)

Feedback training d’ CG: − 0.09
IG: 0.46

Mader, Banks,
and Farid,
2017

Feedback training d’ CG: 1.65
IG 1: 2.01
IG 2: 2.18

Hulzebosch,
Ibrahimi, and
Worring, 2020

Feedback training Proportion
(deepfake)

CG: 60.4%
IG: 70.9%

Holmes et al.
(2016)

Feedback training d’ on various
resolution levels

CG: 1.45 to 1.68
IG: 1.42 to 1.91

Tucciarelli et al.
(2022a

Deepfake
awareness

d’ CG: 0.05
IG: 0.15

Köbis et al.
(2021)

Deepfake
awareness

Proportion; d’ CG: 57.6%; 0.44
IG: 67.4%; 0.51

Müller, Pizzi,
and Williams,
2022

Feedback training Proportion IG 1: 67%
IG 2 80%

Bray et al.
(2023)

Advice: one time
versus repeated

Proportion
(deepfake)

CG: 51.75%
IG 1: 62.25%
IG 2: 69.10%

Boyd et al.
(2023)

AI support Proportion CG: 56%
IG: 61%

Uchendu et al.
(2023)

Social support Proportion
(33% chance),
incl. expert
condition

CG nonexpert: 45%
CG expert: 56%
IG nonexpert: 51%
IG expert: 69%

Somoray and
Miller (2023)

Advice Proportion CG: 60%
IG: 61%

Tahir et al.
(2021)

Training with
explicit advice

Proportion CG: 58%–57%
IG: 55%–88%

Ahmed, Miah,
Bhowmik, and
Sulaiman
(2021)

Deepfake
awareness

Proportion
(deepfake)

Phase 1: 29%
Phase 2 (post-
intervention): 52%

Josephs, Fosco,
and Oliva
(2023)

Caricaturization Proportions For caricatures:
94.9%, 94.4%,
92.6%, 93.2%

Fosco et al.
(2022)

Caricaturization Proportions Increase of accuracy
by 14% (43% for a 5-
s exposure)

Diel, Teufel, and
Bäuerle (2024)

Feedback training Proportions Increase of accuracy
from 45% to 65%; no
change in control
group
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ORs). The current meta-analysis had too few studies for certain sub-
group analyses, such as investigating strategies to improve detection.
Nevertheless, the meta-analyses on proportion, OR, and d’ results indi-
cate robust outcomes, with no variation in dimensions that could affect
accuracy.

Another limitation is the heterogeneous methodologies used in the
reviewed studies, which vary in stimulus quality, content, and other
characteristics, sample size, survey questions, and experimental ma-
nipulations (e.g., awareness of deepfake presence). A random effect
model controls for overall heterogeneity, reducing the effect of differ-
ences in study design and stimulus characteristics at the cost of wider
variances. Although some dimensions were controlled (e.g., weighting
by sample and stimulus size, excluding low-quality deepfakes), others
were not. Future reviews could explore different aspects of deepfakes (e.
g., artifacts, complexity, believability, setting, and familiarity) through a
qualitative analysis of differences in the literature.

Of the 56 papers included in this systematic review and meta-
analysis, 19 did not report sufficient data for all analyses. Thus, the
number of studies included varied: total accuracies (56 studies), deep-
fake accuracies (39 studies), real stimulus accuracies (36 studies), OR
(35 studies), and d’ (35 studies).

The purpose of a meta-analysis is to increase statistical power beyond
individual studies (Cohn & Becker, 2003). The number of studies met
general recommendations for meta-analyses (Jackson & Turner, 2017;
Valentine, Pigott, & Rothstein, 2010). Thanks to large sample sizes, a
post-hoc power analysis (Valentine, Pigott, & Rothstein, 2010) on the
smallest subgroup (deepfake audio, k = 8) revealed power of 1 – β >

0.99, indicating a very high probability of correctly rejecting the null
hypothesis. Thus, nonsignificant results cannot be attributed to low
statistical power.

5. Conclusion

AI-generated content is becoming increasingly realistic, raising
ethical concerns when it is used to deceive. The misuse of AI threatens

public security through disinformation, propaganda, financial fraud,
identity theft, and pornography. Human guesses on whether AI-
generated content is fake or real are at chance levels. However,
several techniques can improve human performance, and combined
with human–AI collaboration, these methods can guard against decep-
tion. Combining strategies to improve human deepfake detection may be
especially useful. Despite no evidence of above-chance deepfake detec-
tion, some studies reported above-chance performance; hence, caution
should be taken when attempting to generalize the present results as
deepfake detection performance may depend on various factors (e.g.,
deepfake quality).
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Appendix

Table A1
Summary of the studies included in this meta-analysis in alphabetical order.

Study Stimulus type Strategy used Data available

Ahmed et al. (2021) Video Awareness Partially available
Ask et al. (2023) Video No Fully in manuscript
Barari, Lucas, and Munger (2021) Video No Partially available
Boyd et al. (2023) Image AI support Fully available
Bray et al. (2023) Image Advice Fully in manuscript
Cartella, Cuculo, Cornia, and Cucchiara (2024) Image Advice Fully available
Chein, Martinez, and Barone (2024) Text No Fully in manuscript
Cooke et al. (2024) Audio, image, video No Partially available
Diel et al. (2024) Image Feedback training Fully available
Doss et al. (2023) Video No Fully in manuscript
Fosco et al. (2022) Video Caricature Partially available
Frank et al. (2023) Audio, image, text No Fully available
Groh et al. (2022) Video AI support Fully available
Groh et al. (2024) Audio, text, video No Fully available
Gao et al. (2023) Text No Fully in manuscript
Ha et al. (2024) Image No Fully in manuscript
Hakam et al. (2024) Text No Fully in manuscript
Han, Mitra, and Billah (2024) Audio No Fully in manuscript
Hashmi et al. (2024) Video No Partially available
Holmes et al. (2016) Image Feedback training Partially available
Hulzebosch, Ibrahimi, and Worring (2020) Image Feedback training Fully in manuscript
Jakesch, Hancock, and Naaman (2023) Text Financial incentive, feedback training Contact author
Josephs et al. (2023) Video Caricature Partially available
Kim et al. (2024) Text No Fully in manuscript

(continued on next page)

A. Diel et al. Computers in Human Behavior Reports 16 (2024) 100538 

9 



Table A1 (continued )

Study Stimulus type Strategy used Data available

Khan et al. (2023) Video No Partially available
Köbis et al. (2021) Video Awareness, financial incentive Partially available
Knoedler et al. (2024) Text No Partially available
Korshunov and Marcel (2020) Video No Partially available
Li et al. (2023) Text No Fully in manuscript
Libourel, Husseini, Mirabet-Herranz, and Dugelay (2024) Video No Partially available
Lovato et al. (2024) Video No Fully in manuscript
Lu et al. (2024) Image No Fully in manuscript
Mader, Banks, and Farid (2017) Image Feedback training Partially available
Mai et al. (2023) Audio No Fully in manuscript
Mittal, Sinha, Swaminathan, Collomosse, and Manocha (2023) Video No Fully in manuscript
Moshel, Robinson, Carlson, and Grootswagers (2022) Image No Partially available
Müller, Pizzi, and Williams (2022) Audio Feedback training Partially available
Nas and De Kleijn (2024) Video No Fully in manuscript
Nightingale and Farid (2022) Image Feedback training Contact author
Partadiredja, Serrano, and Ljubenkov (2020) Image, text No Partially available
Prasad, Hadar, Vu, and Polian (2022) Video No Fully in manuscript
Preu, Jackson, and Choudhury (2022) Image No Fully in manuscript
Rössler et al. (2019) Image No Contact author
Salini and HariKiran (2024) Video No Fully in manuscript
Silva, Khera, and Schwamm (2024) Text No Fully in manuscript
Shen et al. (2021) Image No Partially available
Somoray and Miller (2023) Video Advice Contact author
Stadler et al. (2024) Text No Fully in manuscript
Tahir et al. (2021) Video Advice Fully in manuscript
Thaw, July, Wai, Goh, and Chua (2021) Video No Partially available
Tucciarelli et al. (2022a Image Awareness Partially available
Uchendu et al. (2023) Text Human support Contact author
Vaccari and Chadwick (2020) Video No Contact author

Note. “Data available” refers to the degree of availability of the data extracted from the studies. “Partially available” indicates that some data was made available in the
manuscript that was used for some but not sufficient for all analyses (e.g., total accuracy but not hit and correct rejection rates); “Fully in manuscript” indicates that all
relevant data was reported in the manuscript; “fully available” indicates that raw data was publicly available and used for the relevant analyses; “author contact”
indicates that raw or relevant data was shared after contacting the authors.

Fig. A1. Confusion matrix depicting detection performance for real and deepfake stimuli across all studies. Out of 5,159,797 responses, 3,352,420 were correct (hits)
and 1,807,377 were incorrect (misses).

Data availability

The data and analysis are publicly available at https://osf.io/hnf8g/
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